
Al>769   379 

THE   GENERATION  OF   FRENCH  FROM  A 
SEMANTIC   REPRESENTATION 

Annette  H e r s k o v i t s 

Stanford  University 

V. 

Prcpa red for: 

Advanced Research Projects Agency 

August 197 3 

DISTRIBUTED BY: 

National Technical Information Service 
ü. S. DEPARTMENT OF  COMMERCE 
5285 Port Royal Road, Soringfield Va. 22151 

—■ ■ 



DISCLAIMER NOTICE 

THIS DOCUMENT IS THE BEST 

QUALITY AVAILABLE. 

COPY FURNISHED CONTAINED 

A SIGNIFICANT NUMBER OF 

PAGES WHICH DO NOT 

REPRODUCE LEGIBLY. 



Unclp   rifled 
S«Hur!t<   . lassifiralion 

DOCUMENT CONTROL PATA R&D 
fS**rtif»/>' < ItHMhcmlton ot titlv, body ot tibslract r.r.4 indexing unnotat ]*n fl)u">f bt mimred when Ij.-e uvttmll rt/pyrt is rl&ssHittt) 

lHIGiN»riNC   »C Tl VI T V  I't-'ofpOMI» »lHhor) |2«. HEPOH I   SECUW.TV   C 1, * 551 F I c 4 T lOhi 

Stanford University 
Computer Science Department 
Stanford, California, «UjOf, 

Unclassified 
^b. O«OIJP 

Blank 
HF.OOST   TITLE 

The generation of French from a semantic representation 

*   DtsCBiPTi/c NOTE» C    pe ol ttpotl md mclutive duet) 
technical report, August 1975 

»   Aw TMOHf»! {Firat nmm», middl* inttim!, teat name) 

Asnette i^rskovits 

6     HEPOR T   D« TE 

August 1975 
**!     CONTRACT   OR   CP*NT   NO 

SD 185 
b    PHOJEC T  NO. 

c.     ^57 

la.    TOTAL   NO    OP   PASES ■b. NO   or «r -s 

»«    OntGiNATOR'S  REPORT  NUW6£R<Sl 

STAN-CS 73-58* 

ttfc.  OTHER REPORT  NOiSi fAr..- o(/i«r number« th»( mev fe^ assigned 
thi* rmpcrf) 

km - 012 

19    OlSt RIBUTION  STATEMENT 

Releasable without limitations on dissemination 

II.   St'PPLEfclEN T AI-JV   NOTES 

Blajok 

12     SPONSORING M.LI T ARV   ACTiViTY 

Blank 

The report contains first a brief description of Preference Semantics, a system of 
representation and analysis of the meaning Structure of natural language. The analysis 
algorithm which transforms phrases into semantic items called temnlates 1ms been con- 
sidered in detail elsewhere, so this report concentrates en the second phase of analy- 
sis, which binds templates together into a higher level semantic block corresponding to 
an English paragraph, and which, in operation, interlocks with the French generation 
procedure.  During this phase, the semantic relations between templates are extracted, 
pronouns are referred and those word disambiguations are done that require the context 
of a whole paragraph. These tasks require items called PARAPIATES which are attached 
to keywords such as prepositions, subjuncticins and relative pronouns. The system 
chooses the representation which ma:-' ises a carefully defined "semantic density." 

A system for the generation of French sentences is then described, based on the 
recursive evaluation of procedural generation pattern.- called STEREOIYPEB. The stereo- 
types are semantically context sensitive, are attached to each sense of English words 
and keywords and are carr; .' into the representation by the analysis procedure. The 
representation of the meaning of words, and the versatility of the stereotype format, 
allow for fine meaning distinctions to appear in the French, E.nd for the construction 
of French differing radically from the English original. 

NATIONAL TECHNICAL 
INFORM^ T,C1M SERVICE 

DD .^.,1473 
S/N 0!01.807.68&) 

(PAGE I) 

S«cyfil¥ Cls^sificaüon 



STANFORD  ARTIFICIAL   INTELLIGENCE LABORATORY 
flEMO  NO.   A!n-Z12 

CüMPUTEh  SCIFNCE  DEPAPTnENT 
REPORT   NO.   CS-384 

AUGUST 1973 

THE GENERATION OF FRENCH FROH A SEMANTiC REPRESENTATION 

by 

ANNETTE HERSKOV1TS 

ABS 
Sem 
str 
trz 
con 
sec 
hig 
3nd 
pro 
tem 
d i s 
par 
aU 
pr 3 

TRA 
ant 
act 
Off 
sld 
end 
her 

uh 
c ed 
p I a 
amb 
agr 
?ch 
nou 
e f u 

CT: 
i cs 
urp 
orns 
ere 
ph 

i ch 
ur ■? 
tes 
i gu 
aph 
ed 
ns. 
My 

The 

o 
s p 
d 
ase 
eve 

f 
hra 
i n 
0* 

a 

to 

de 

re 
on? 

"I h 
Ke 

The 
f in 

epor 
stem 
natu 
se s 
dei 
ana 

sema 
ope 
Our 
ex t 
ar 

ese 
ywor 
sus 

ed'" 

t con 
of r 

ral 
into 
at i 
lysis 
nt i c 
ratio 
ing 
racte 
e  do 
tasks 
ds su 
tem c 
seman 

tains first 
epresentat i 
I anguage. 
semantic  i 
e I seuhere, 

which  b 
block corr 

n, ', n ten I o 
this phase 
d, pronoun 
ne  that r 
require i t 

ch as propo 
hooses the 
t i c dens i ty 

3 br i ef 
on and a 

The 
terns cat 
so this r 
mds tem 
espondi ng 
cks Mlth 
, the s 
s are r 
equire t 
ems caI Ie 
si I ions, 
rspre^ent 

descr i pt i on 
naiysi s  of 
analysis a I 
led templat 
eport concen 
plates  tooe 
to an Eng!i 
the Frenc 

emantic rela 
eferred and 
he context 
d PARAPLATE 
subjunct ion? 
at ion uhtch 

of   Pre 
the 

gor i th 
es     ha 
trates 
thsr 
sh  par 
h     gen 
t ions 

thos 
of     a 

S     whi 
and  r 
maxim 

ference 
megni ng 
m which 
s been 

on the 
into a 
agraph, 
erat ion 
between 
e word 

who I e 
ch are 
e I at i ve 
i s e s     a 

A system for the generation of French sentences is then described, 
based on the recursive evaluation of procedural generation patterns 
called    STEREOTYPES. The     stersotypes    are     semantically    context 
sensitive, are attached to each seise of English words and keijwords 
and are carried into the representation by the analysis procedure. 
The representation of the meaning of words, and the versatility of 
the stereotype format, aitow for fine meaninp distinctions to appear 
in the French, and for the construction of French differing radically 
from   the  English  original. 
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CHAPTtl 1 

INTRODUCTION 

Thi s paper de^c r ib 
sem,int i c re pres ent 
[11. Th e ris ner 
i npu t  Engl Ish pa 
repr Rsentat ion (IP 
cai t ed  Pr^ ference 
do machi ne fp ans 
sijnt act ir3l analy 
of analysis and cje 
"und erstand " th e t 

es the generation of French sentences from a 
at ion of nctura' language conceived by Yorick Uilks 
at ion procedure is part of a system which takes as 
ragraphs. transforms them into an Interlingual 
) and outputs a French translation. The system. 
Semantics, differs fror former earlier attempts to 

I at ion (AT), in that it involves no explicit 
sis. but uses instead semantic means at every level 
neration. in fact, the system can be said to 
ext translated. 

Preference Semantics is characterized byi 

1) lexical decomposition. Each sense of a word of the source 
I amtuaye i3 coded by a tree of semantic markers or elements from =» 
finite ^et of fundamental concepts. Th»s structure is called a 
"semantic formula". 

2) it involves a catalogue of cage relationships , such as: 
actor « action, event * location. Their occurenct in a text is made 
explicit; thus, an English sentence is transformed into a network of 
lexical decomposi t ior, tree, where the arcs represent case 
reI at i onsh i ps . 

3) the network is organised on two levels! at the tower 
level are templates corresponding to fragments of English (what 
constitutes a fragment wit I be made precise later but correponds to 
the concept of a phrase). Tha temolates in turn are organised into 
a higher level network. The analysis routines proceed in two stages 
corresponding to the^e two levels of organisation. First the text is 
fragmented and the semantic analysis carried out within the context 
of a fragment. Then, a secord stage dea's with semantic relaticnä 
between fragments, including the referral of pronouns. 

4) At each stags, the system directs itself toward the 
correct repesentation by preferring the most "semanticalIy dense" 
one: that is. as a somewhat crude approximation, the one such that 
the redundancy amonc« the lexical decomposition trees is largest. 

We feel that lexical decomposition together with this method of 
selection of the right mesning for a sentence constitute a reasonable 
for ma 1ization of the representation humans maintain in t'.eir memory 
and of the pro-ess they carry out when they understai.d language. 
Introspective observation brings intuitive support to the fact that, 
whatever complex mental object is associated with a given word sense, 

1 

•TrMir' Hau 



understanding a sentence involves "intersecting" thope 
representations. Thus if we say "i hear a bark", the right 
interpretation arises because the mental objects associated 
respectively with "hear'' and with "bark" as an animal cry, intersact 
extensively, whereas tree coverings and sounds cannot be connected 
in an immediate way. tie arg er ivinced that such semantic 
connections are used tc establ'sh the meaning of an utterance prior 
to any cirammat 1 ca I analysis. 

Clearly the mental imac- associated with a word is a very complex 
memory item involvinq censory as well as gy.nbctlic elements. But a 
networK of fundamental concepts seems a reasonably good map for it. 
in terms of the "understanciing" performance which an algorithm 
working on a "maximum intersection" principle can achieve with it, as 

ue will ser«. 

Lexi-di ti •comno<j i t ion is one form of a data base of knowledge about 
the nor I .1 and some general inference making mechanism could plausibly 
do li.c MorK of tne Preference Semantics method of meaning selectijn. 
However, the m-sjor part of understanding relies on intelligent use of 
semantic inf orrns t i on which can be matse availaoie in adequate lexical 
decompoe i ti on. This recommends that this information be coded in the 
most economical nay. that it de readily accessiblr without time 
consuming search. Preference Semantics seem« a most natural and 
effective way of meeting these requirenents. 

However, there are some cases when a correct English-French 
translation requires the knowlege of facts not naturally expressed in 
lexical decomposition, and a way of inferring from the text and from 
this store of knowledge. Here is an examplet 

The soldiers fired at the womenj 1 saw the» stagger and fall. 

Referring the pronoun "them" in the secend sentence would require 
some equivalent of the following "reasoning": firing at someone 
usually wounds him; wounded people often loose balance and stagger! 
thu« "them" refers to "the .jomen". The first fact would logically 
appear in the lexical decempociton cf "fire at"; i.e. the purpose of 
"firing at" (S usually to hurt. But 'he rest involves knowledge that 
could not be reasonably cod d within the semantic formulas of the 
worHs occurring in the sentence. 

Thus we ar'> in the process of adding to the system a component called 
CoBiwon Sense Inferences, whi-h is conceived as a natural ex»ension of 
the existing Preference Semantics system, inthat it uses the same 
form-jlism and preference princ'ple (Ui Iks 123). 

Two other prohK-ms invol'jd in correctly translating English into 
French require inachipery ;*! ? (Other Kind. 



1)  Consider  " 
case we havp in !-rench ' 
quant iti.) of wine versus 

drink wine" and '' 
du vin" and in the 
wine as a substance) 

1 ItKe uine". 1n the first 
second "le vin  (a  finite 

2) "I went for a walk thic werftii y" and "I went for a uaik 
evet-y morning" give respectively: "Je me suis promenee ce matin" and 
"Je me promen.iis tcus les natins". The imperfect is used in French 
for a repetitive action and the past for a one-time action. 

Although in p.-inciple, questions such as "are we concerned here with 
wine as a species'' or "is this action habitual" could be answered by 
using the inferen-,« mechanism, they are too complex to be dealt with 
in this way in practice. Thus we will implement special semantic 
procedures which will use the semantic representation together with 
some heuristics to answer these specific questions. 
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Ui'.ks hae described in detail the semantic representation a-id the 
first stage of the analysis (Uiiks 111); we will thus present here 
only a brief description of both with particu'ar attention to aspects 
relevant to the generation procedure, Ue will then describe in detail 
the second stage of analysis ( i.e. the inter fragment analysis ) and 
the French generation routines as they are both conceptually and 
programmatica'Iy intertwined. 
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CHAPTER 11 

THE INTERLINGL'A AND INTERNAL ANALYSIS CF FRAGMENTS. 

We nill firtt describe the intsrlingua I building &IOCKS or ELCf "NTS, 
then sach s i cini f, cant substructure of the interlingua together ,tith 
the various procedures uhich constitute the intrafragment analysic. 
Ue iti I I describe the final outlook of the IR, but will coi.rider the 
' nt e-'.-agment analysis only m the next chapter. 

ELEHDITS 

They are 53 semantic primitives cor resbondi ncj to fundamental corcepts 
and relations. Here ar>i some examples Mn capital let'ers) followed 
by   a   discursive   description: 

(a) e n t i t i e s: 
(IAN  (human v-ein^i,  STUFF  I suost^nces) .  THING   (pnysical 

otajec t) etc... 

(b)act ions: 
HAVE 'possesses), FORCE {compels). CAUSE (causes  to  happen) 

etc. . . 

(cltypt    indicators! 
KINO   (being  a  quality),   HOU1   (being  a  type  cf   action)   ptc, 

(d)sor tSJ 
UhOLE  (being a  totality), GOOD (being morally acceptable), 

THRU (being an aperture) etc... 

(e)ca6es: 
AT   (location'.  UJTH  (instrument)  .  SUBJ  (agent),  OBJE 

(patient cf actionl. IL (containffien t) . POSS (possessed by) etc.. 

FORIIULAS 

A semantic formula is a bina. j tree structure of ELEMENTS, expressing 
the semantic contenv of a concept. In our dictionary, each sense of 
an  English  word   is  coied  with  such a   formula.     Fo-  example! 

((»AN!   SUBJ)?(*AN1   ÜBJEKKLIFE  OBJE)   NOTHAVE)   CAUSE))) 

represents   the   meaning  of   'to  ki'I", 



At any fork o-f the binary tree, there is a dependency relation o 
left branch upon the  right  branch. This  dependenc 
interpreted differently but unambiguously, according to the lef 
right subtrees: for example to the left of CAUil^, we expect to f 
subformula referring to what has been caused. The s-jbformula 
OBJE as a right member indicates the class of preferred object 
the action, here *AN1 or class of animate beings. Similarly, 
3UBJ1 indicstes that the subject of "to Kill" is generally an an 
being. Thus the whole formuit« says that "to kill" is !' an an 
being rausing an dnimate being to Ic-e life". 

the 
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A conseauence of the left 
ricihtmost efernent of a 
semantic   sfiSiJ#     ■,o»}"-ei,iends 

to  right 
formuI a. 

dependency rule is that t.ie 
ririhtmost element of a formula, »h» HEAD, is the primitive whose 
semantic ^co,?^ ■..ornp-ehend * most adf^u^te I y that of the concept 
Hesf-tued by the foimuia. The choice oV a head for a given concept is 
sometimes debatable. 

For exaJnplo, one sense of "to urge" has been coded: 

((HAN SUßJHUANI OBJEMFORCE TELLH) 

The head i si TELL, vihich laeans "to communicate verbal 
define  "to urge,  *  this might be  the fi'-fjl ue 
meaning MS Mould like iw do, given the choice of pris tivs^ 
available  to us,  Housver we rai^ht prefer FORCE as a head 
rightmost e-ub^ormu I a tTELL FIRCE),  thinking of  "to urge 
encourage  verbal I.j" rather than "to utter encouragewents ". 
oe^isicm is largely dependent, as 's the whole ceding and 
patsic  d't cr tminat ion of word senffi.s,  >n  the  cask whi 
ourselves with the interlingual -epresentation,  Ue wlI 
this   point   later,  when  sneaking  spec!Neatly  of 
translation into French. 

y' s i ■ trying to 
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ilore details about the synta* and ses^ntics sf formulas is available 
i n Ui I ks [il . 

BARE TEHPLATES 

A part template is an ordered trip! 
interdependence is that of en agent 
of bare tsmplgtes should contain all 
be built as follows: by aligning 
agent, action and object of any natu 
not involve nonsente or metaphor 
temolata» but not MAN-BE-TH1NG (the 
GIVE and BE shoulc: Lie obvious). Pr 
the above restrictions would have fo 
physical object"; but "John offer 
the bare template HAN-Gl V'E-TM'NG. 
templates lies in the wyy in uh 
algorithm, which we will now sketch. 
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FRAGMENTATiON 

The original English text is first fragmented; at punctuation marks«, 
keywords such as subjunctions, prepositions, connectives and relative 
pronounsj before gerunds and where "that" has been omitted. 

BARE TEflPLAfE tlATCHlNG 
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For exanpie?  "Small men sometimes father big sons" will give the 
sequences of heads: 

two 

KIND flAh: HOI MAN KIND flAN 

and 

Kim MAN HOU CAUSE  I!ND MAN. 

(CAUSE is the hea^ of the verbal sense of "father": "to father" is 
analyzed tu "t^ -ausa to have life".) 

The tirot sequence has no underfy'ng bare template; however, in the 
second MC find flAN-CAUSE-MAN wheh is a legitimate bare template. 
Thue we hav.= di sambi qua ted "father". At the same time it proposes 
oi,s   or   ceverai plausible acent-action-object subftru^tures. 

Houevfr. as noi all fragmentis follow an actor-act-ob,iect pattern we 
have pytendecl our inventory jf bare, templates as follows; 

Due use dummy elements os p i ace-ho i asr *, for missing items, 
DTH1S for the actor and object places, and DBE in the act place. Thus 
THING-OBE-OTHIS and MAN-flOVE-DTHl S are legitimate bare templates. 

2) we consider that prepositions car r^, a verbal meaning; thus 
they (ire coded by formulas with heaos POO (for "to", "into", "from" 
etc..) or PBt" ("in", "at" .,,) which occupy the v.enter place in the 
relevant bare tempU-itPS. This yields bare  templates- 
such as: GTH!S-PßF-POINT, OTHlS-PDO-THiNG which would be matched 
respectively upon phrases like "at the crossroad"  and  "out  of  the 

8 



box"    (PniNT   refers   to  point-like  entities   in  space  or   time). 

TEMPLATES 

The process just dOBcribed has selected a certain number  of  formula 
triples, uhich ue wiM refer to as the templatc-s for ths fragment. 

EXPANSION 

The expansion atcjo-lthm 1) carries 'hrough disambiguation as far as 
the context of <; fragment permits; 2) performs the work of 3 
conventional grammar! namely '; t makes explicit linguistic 
dependencies such as that of agt.^t on act, indirect .-bject on act, 
qualifier on substantive, etc.,. 

Expansion eitaply means taking the ona or more templates selected by 
the precedino matching process in the context of the fragment from 
which they CtT.ie. and looking again at the formulas left behind, those 
w.nch disTnot gex picked up by template matching, ?nü seeing which of 
them, if antj, can be attached to the template structure jy a sustem 
of dfeptnden;;! ea Lietween formulas. By "dependenc" es", we mear 
relations such as ooont-act, ac'■-indi rett object, qualifying 
adjective-substantive, etc. between the correspo^jing formulas. 

Our prefGrence principle ells us u, f3ls'- as the correct 
representation for a fragment, the most ex; jnjed or densest 
template:the one for which the greatest number rf such dependencies 
can be set up. This rnet'od :an yield virtual It' all the esults of a 
conventional grammar,whiIe using only relations between ssfantic 
e I etnents. 

The representation derived so far is a sequence of fragments with, 
matched unto each, one or several expanded templates. In addition, 
each keyword in the dictionary is coded with a iist of PARAPLATES 
(described  in  the  ntit chapter) which hava been carried along with 
the keyword in ;o   the   &t iI I u-ftnished representation. This is what 
will be handed on as input *or the second phase ot analysis. Ue will 
now describe the final product of the overall analysis prcjess, 
leaving  aside   for   the   time  being  the  way   m which   it   is  derived. 

THE  LINKS  AND  FINAL  FORM OF  THE   1R. 

Ue are now concerned with relationships between templates, their 
definition and coding . To each expanded template is attached a link, 
A   Mhk   consists  of   three   items  of   information   ; the  KEY,   MAf^K     and 
CASE. 

The key is the keyword, if ang. which trigiered f-agmeitation; else 
it   is  NIL. 



The mark is a list of one or several words oiitside the current 
fragment, each of which -elites to the current Ir^gment through the 
same dependency. The citaloguo of dependencies crnsidered includes 
linciuistic re ! 3t i onj-hips such as! 

subject on predicate 
governor on prepo;;'1onal phrase 
verb cm opjpc» 
verb of main clause on dependent clause 
et:... 

The case is a descriptive tag for these ci'^endenc i BS. The list of 
case nanvis Includes; AT (location in space or time), UITH 
(instrument), TO (direction), 0ÜT0F 'iauu^je), OBJE (object), etc... 

Here is an example of an English sentence, fragmented, and wits its 
key, mark, case and matching bare tenipiats: 

fragment key I   mark case template     I 
 „ i 
«AN-THINK-DTHIo I Some people 

be i i eved 
|  NIL |  NIL I NIL 

! 

and said and | (people) PRED öfHlS-TELL-DTHlSI 

that the student 
ur, iei ng could have 
led the country that |(beiieved said)I OBJE ACT-CAUSE-FOLK  | 

 1 
DTHIS-POO-ACT   j into a revolution into |   (led) 

l 
TO 

the IR, in its final form consists, of a sequence of fragments of the 
original text, with matched unto each: 

- one, or sometimes several, links. 
the  template,  or  triple of formulas, or which the bar© 

template was matched. 
-three "qualifier lists" wnich are lists of formulas 

containing the dependents upon the agent, act and object 
respect i vely. 

ADJUSTMENT OF THE INTERL1NCUA -0 THE TASK OF TRANSLAT10I.". 

There is ? class of discriminatiens of aenses of a word which any 
understanding system must do; thus yith "rank" in "a rank 
vegetation" and in "close the ranks". Outside those, distinctions 
are dictated by the tdsK assigned to the understanding eystsm. Thus 
Uinogf-ad's program, whose behavior requirement is that it understands 
and  plgna  the execution of commands concerning the manipulation of 
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olocM, di st inriui shes two Bgnses of "on tsi? vt"t eitisr "directly on 
the eurface", or "somewhere above". There hit^ld be 10 point in making 
that distinction when traneiating into French, as the output ignores 
it. O.i the other hand, ue will need to distinguish between "fish 
hcnes" and "mammais or birds bones" as the first is "arete" and the 
second "os". 

in fact, an English word hss as many semantic formulas attached to it 
as it has reriderings into French according to context. There is no 
limit to the depth of embedding of fcrmulas, so that very fine sense 
discriminations can be ßxpressed, and the analysis algorithm embodies 
a pouerful disambiguation mechanism whose shortcomings are not 
related to th? /ineness of discrimination. Thus we could translate 
"maintain'* by "maintenir" in "maintain order"; by "entretenir" in 
"maintain reiations"! and by "girder" in "maintain one's cool". The 
three formulas for "naintain" will contair, as category of preferred 
object: respectively a type of arrangement (GRAIN), an activity 
(ACT), end an attitude (STATE). 

A semantic category can perfectly well have a single member, which 
enables us to handle some idioms.in a general way. For example, ona 
formula for "to run" is» ((MAN SUBJ)((ACT 0BJE)({SELF MOVE) CAUS^))) 
s-ihero the ureferred object subformula is that of "errand" only; the 
French th.n wants "faire une course", and the generation patterns 
uh i ch i/e will describe belon are written to produce this output. 

Another example of a sense discr ifninat ion performed during analysis 
is "nearly". In "he nearly died", it becomss a verb in French! "il a 
faiili mourir". But "it is nearly morning" givts "c" est presque le 
matin". Thus "nearly" has two formulas: one indicates an adverb 
which qualifies actions, and the other an adverb qualifying time 
entities. The analysis nil I be able to attach "nearly" to the word 
it qualifies and generation patterns are written to handle the 
r 5phr at. i ng. 

_^ 



CHAPTER 

THE lit ROUTINES 

The role of the TIF routines: 
I) «lOki explicit the links defined in the last sect.on , 

namely the kyy-mark-ca&e triples oinding a whcie template to others. 
2)öisambiguate conten -words left unresolved ail-"- the 

expansion process. The first st^e of analysis J.?S only tne context 
of a fragmeni., whereas the TIE routines ulll ccsider the co"t?xt of 
a Mhole sentenca or more. 

3) refer pronouns in simple cases. There is no easily 
defined border line bstueen those examples which requir? the 
infertnee making cc-moonant P id those treated in the TIE routmes. 
A iy eKample requiring world knouieogs that '. i not coded in the 
formulas, fails into the former category, Honever, the eomple "He 
drank wine out of a glass and it felt warm in his stomach" 'equiies 
extended inferences to refer the "it", although it uses only 
information contained in the ro'-siulas. For more details see Uilks 
[21. 

4) attach a generation rattern at certair points in the 
template sequence. 

TB ccrry out these tasks, we need a process analogous, ^o bare 
tsmplnte matching and to the at.sossment and countinc; o f dependencies 
in the fir«t phjse of analysis: but for keys ant: their context 
instear1 of content ■■tofls. However, «a have adopted a different 
organisation; the r^sson is that the tasks invoived require complox 
and varied -iemantic tas^s to be made on th.» context of a key. For 
exampte. discriminating oet>JC?n the senses of 3 key, r.o t only 
accoi iirg »o case but also according to French output forms, 
necessitates fing and variegated sesrantic tests. A key has thus been 
coded Hith an ordP; ed list of iteTä caMed PARAPLATES, >4hose fornat 
is versatile and can include any ciesi-ea eemantic predicate. 

PARAPLATES 

A paraplate is: 

«list of predicates> <tase> <5,3reotype> 

The third item ic a generation form used by the generation routines 
and described in. detail in the next section. The predicates here 
assume the form of a LISP function call and reft- to LISP procedures. 
These procedures sj,y empody any kind of test or, the interlingual 
context of the key. 

10 



Bofctr describing how he parapiates are used at a procedural revel. 
!et UP cor''id«?r, as a^ jxawple, three consecutive paraplates ou* o* 
the list of par^p at^s tor the preposition "in", and the class Q. 

gontex's   of   "in"   on   uhich  yach  one   wi1S   match; 

1) iHOBJECTj: rHIMG! (OBJ1:.«: T X :QNT)(nAR<_h MOVE mOVF. LAUSE)) (HATCHl 
WITH   OOALi) 

TO 
((PRtOB  DANS  )) 

2) IM0BJECT_H THi NG) !MARK_H HOVE IHOVE CAUSE))) 
TG 
l («PHcOB BAUD i I 

3) ( ( (nAfCH2_HEAD) (ilARK.H *D0) ) 
LUCä" 

((pRE0B DANS))! 

The  first oaraplate uili match 
IOCK" , 

the sentence: "I put the key / in the 

The pr-niicates MARK-H and OBJECT-H check upc the formulas of the 
mark and object of the prepos i t tor.. In the fi'ii paraplate, they wiM 
be true iff the object of the peposition is a THING and if the mark 
is T movement verb UorMula with head MOVE or rightmost subformula 
CIOVL CAUSE)). The predicate 0BJECT_H is true iff the object of ti.^ 
preposition contains the element CGNT, i.e. is a container. 

dictionary ue have two senses Lei  us  assume that, in ou 
ons for lock as a fas'iener. the other for the IOCK in a canal. 
lefk«  ar^  things  catisfging  <(0BJECT_H THING))  and  con<a 
s.atisfuinci ((03jcCr_H COND). Thus tht first *uo  predicatefi  do 
allow  JS'to discriminate between these two senses. For this, we 
flATCHl. 

of "lock". 
Beth 
ner s 
not 

need 

The predicate MATCHl considers the objpct i"key") of the mark and the 
object of the preposition ("lock") and is true if thei.- formulas 
contain an ide'.tical subformula uith .1 rightmost element WITH or 
GOAL. This turns out to ba the case if the formulas for "key" and 
"lock" are those corresponding to the senses appropriate to the 
sentence; these formulas express the fact that bot! corresponding 
objects «erve the same purpose (GOAL), namelu "to forbid the use of 
an opening" (or ( ( (THRU PAHT)OBJE)NOTLJSF.) )C.-.'lSE) as it appears in the 
formu1 a). 

The predicate f1ARK_H tests the serantic formulas of prospect«/e 
markK. and is used to select "put" he.-e at, the mark, .^s "put" has 
been coded with a rightmost subformula (MOVE CAUSE). Simultaneously, 
the directive case TO and the generation form MfiPREOB DANS)), ("dans 
la serrure''), are selected. 
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Note t 
♦ he o 
that, 
ths o 
i nterp 
e f I ec 

parapI 
conte« 
excI us 
ascer t 

hat tho second paf3j3late will fit the sentence  too.   Houeve'-, 
rder  of  paraplates     the TIE routine'« operation, are such 

over 
among 

if a paropiate higher in the list (its, it has 
nes taeloM. For thif to be effective in the 
ratations, it is necessary that the order 

g     degree     o<     specificity     of      the     class t.s 
ate fits. Thus a paraplate higher in the  libt 
t  woi e  tightly  tnan  one  be low,  unless 
ive. Thie is equivalent to saying that raore 
ained by a higher paraplate, so that it is naturally preferred. 

pr i ^r t ty 
f d i e c t i o n 
of  paraplates 

of contexts the 
prescribes  the 

they are mutual Iy 
dependencies"  are 

Consider now tt ? stntence! "He 
There, only th« third paraplate will 
the  nunorica!  sort  of  table and 

put the number / in the table", 
f't, s tmul taneci ? I y selecting 
not  the  flat  uoden one. The 

pred;cate f1ATCM2_HEA0 considers the heads of the formulas for 
"number" anu "table" and is true if they are the same, uhich is true 
only for the correct sense of "table" (both heads being SIGN). 

Finally, the sentence "1 put the book / in the table' will fit both 
paraplate 2 and 3. giving the sawe sense of table in both cases, that 
of a fiat surfaced object, but paraplaie 2 wiM be preferred. 

In add;tion to disgmbiguatiing, a  fitting paraplate 
case, ä  mark and a, adequate generation pattern. 

I I yield a 

PROGPAh OPERATION 

Let  us  firsl  assume  that no ambiguity has oeen left over 
i ntrafrcjment anaijsls process, so that to each fragment is 
one expands ' template and one only. 

The c 
f QI-» 

corrg 
t enp i 
to t 
c I ass 
subd i 
those 
re lat 
anj c 
parap 
"exec 
when 

ore 
rrp 

SPO'1 

ate 
he p 
of 

v t de 
ru I 

i ons 
a sä, 
late 
ut in 
ther 

of 

i i ng 
per 
erm i 
ten-p 
d i 
es 2 
bet 
pro 

S  i 
g  t 
e ar 

he 
n * j 
to 

fra 
tie 
I at 
n to 
re 
uee 
v i r* 

he 
e i 

TIE rout i 
ng  the 
noraal E 

gment. 
d COÄbir!:! 
es with 

p:'epc i 
used to 
n fraymen 
ed that t 
s i multane 
paraplate 
ny. 

riss cons 
sequence 
ngli sh s 
There ar 

ons o' 
ne dummy 
t iotia i - 
"parse" 
ts appea 
he seMan 
ously t 
s of the 

i st o 
s of 
enten 
e S 
duü!«1 

e I em 
and 
the 

r, ma 
tic 
aken 
key 

f a 
ke 

ces 
ypes 

y 5 
ent 
ver 
sefn 

King 
1 of o 
int 

in t 

set of 
ys ;i 
assum 
of te 

ements 
i n the 
bal-ac 
ant ic 

i t po 
r ffl 3 t i 0 
o acc 
he cou 

rul 
nd 
ng 

mp I a 
i n 
oub 

t i on 
rep 
ssib 
a h 
ount 
rse 

es 
te 

on I 
tos 
the 
jec 
te 

res 
e 

eld 
. i 

of 

ar Hi 
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at tacKed 

en ,n DNF 
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late: the 
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es. Whan 
ion, the 
sign   mark 
the Key 

s done by 
parsing", 

Uhen th^s operation is completed, a density coefficient is computed. 
This coefficient accounts for dependencies between templates such as 
agent-act, antecedent-relative clause, etc... ; for prepositional 
phrases, the higher in the list the selected paraplate, the greater 
is the density ;ncrease, Th'6 density is used in disamblguati ng 
content-words  as     foliowss     fornuias     for     the     ambiguous     words     are 
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enterte! in tut n in the interlingual fragtiientj each time, the above 
"parsing" is attempted. The set of formulas yielding the densest 
"parsing" gets selected, together with its links and stereotypes. 

REFERRING PRONOUNS 

Two processes are used to refer pronouns: one uses only the context 
of the fragment containing tht; pronoun to choose among possible 
referent«, the other uses the jontext of a whole sentence or more. 

The first procedure works as follow*: the program collects 
syntactically plausible referents and makes a first selection using 
the following observation: substantives depending upon the same 
action through various case relationships either cannot refer to Ua 
same object, and this is a semantic impossibility, (thus the 
direction of an action (movement) cannot be itb subject) or else a 
reflexive pronoun is used ( "He has dedicated the book to himself"}. 

The set of referent cc -Mdates is then ordered according to a 
priority based on syntactical observations such as : the function of 
a pronoun in its context is often the same as that of its referent in 
its own context. Thus in "John offered a present to Peter because he 
liked him", "he" is actually refers to "John" and not to "Peter". 
Finally the formulas of the candidates are substituted in turn for 
the pi onoun inside the template and for each the density of 
dependencies is co^outed as during the expansion process. The 
formula yivinci the highest den«,'ty or, if there are several of t1 

the one ascng ths!» with highest priority ;s selected. 
'ose. 

The second process is similar to the resolution of content-uord 
amhigulty by the TIE roymes; i.e. possible referents are 
substituted in turn in the pronoun place, the parsing is done and the 
highest density parsing points to a preferred referent. 

As ue have seen in the introduction, these two orocesses will' not 
resolve all anaphoric reference problems. The extended inference mode 
(Milks [2]) HiM then hand'e remaining ambiguities. 
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CHAPTER IV 

THE GENERATION ROUTINES 

Translating into French requires the addition of genercHnn patterns 
called STEREOTYPES. Those patterns are attached to EngMsr words in 
the dictionary, both to keys and content uiords, and carried into the 
1R by the analysis. 

A content word has a list of stereotypes attached to each of its 
fc-iulas. Uhfn a Hord-sense is selected during analysis, this 
list is carried along with the formula inside xhe 1R. Thus, for 
translation purposes, the IR is not made out simply of formulas but 
of SENSE-PAIRS. A sense-pair is s 

<formula; <li5t of stereotypes> 

As for Keys, we have seen in the last section that each key paraplate 
contains a stereotype, which gets attached to the template if the 
corresponding paraplate has been selected by the TiE routines. This 
stereotupe is the generation rule to, be used for the current fragment 
and possibly some of its sequents. 

STEREOTYPES 

The simplest form of a -itereotype is ^ French word or phrase standing 
for the translation of the English uord in the context. Uith the 
nouns is a gender marker. For example: 

private (a soldier) 
odd (for ;; number) 
bu i I'. 
brandy 

(SIASC strpia soldat) 
(i wpair) 
(construire) 
(^EtH eau de wie) 

Note  that  after  processing by the analysis routinet, all words are 
already disambiguated.  Several stereotypes attached to a formula do 
not  correspond 
di f fe-ent French 

to  di f ferent 
cons *ruc t i ons 

senses of 
it can yie 

the 
d. 

source  word,   but   to   the 

CowpIeK   stereotypes   are   strings  of  French  words  and   functions. The 
functions are functions of the interlingual context of the sense-pair 
and evaluate to a string of French words, a blank. or to NIL. 
I.e. such  stereotypes  are  CONTEXT-SENSITIVE  RULES  which  check 
upon, and qpnerate from, the sense-pair and its context, and this 
means  other   'racjmentj  as  welt   as   the  current   one. 

Uhen     i      fusion   in   a  content   word   stertotype  evaluates   to  NIL. 
the   whole   s   ereotype   fails   and   th-   next   one   in   the   list   is   tried. 

then 

Mi ■_■ 
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For pxnmpU', lir: fj sre the tuo stereotypes adiolned to Ihe ordinary 
^en^e of "advise"! 

(con-.pi ' I er (PREOB a flAN) ) 

(conse i tler) 

The first stereotype wcuid be *or translating "1 advised my children 
to leave", the .inalyois routines would have matched the bare template 
nAN-TELI-MAM on the uord triple I-advised-chiIdren. The function 
PRE0Ö looks at nhether the object formula of the template. i.e.the 
One for "children" m our exaBiple, refers to a human being; if so it 
generates a prepositiofaI group with the French preposition "fl", 
using the object sense-pair and its qualifier list. Here this yields 
"a raes enfant^" , and the value of the wK.le stereotype is 
"conseiMer a »si enfants". 

For the sentence "! advise patience", whose translation mic.ht be "je 
conseiile la patience", this stereotype would fail, as the cbject 
head is STATE. The second is simply "(conseiI I er) ", because no 
prescription on how to translate the object needs to be attached to 
"conseiMer" when the semantic object goes into a Frtnch direct 
obiect, as this is done automatically by the higher level function 
which censtruevs French clauses. 

Thus we see that content words have complex stereotypes prescribing 
the fans I ation of their context, when they govern an "irregular" 
construction, that is irregular by comparison to a set of rules 
matching the French syntax on the 1R. 

The st 
fraawe 
rule f 
key p 
baseti 
cat ego 
sun tax 
na tura 
scheme 
rep IJC 
(usuaI 

the  trans I at i on  of ereotype for a content word can prescribe 
in which it is included.   A generation 

A list  of 
nts  other than the one 
or a fragment usually comes from some key parapiate 
araplates reflects  the fact that rules of syntax are usual 

e semantic classification; j.s.      for  give"  semantic 
rtes  and relationships  in the context of the key, the output 
i» represented L-y the adjoined stereotype.    However, in  any 

exceptions  to any classification 
th  here  bi^  attaching   the 

language  there  will  oe 
Exceptions are dealt 

sment  generation  Pttte  to th,' word governing the construction 
iy the mark of the fragment). 

For example, the parapiate? for "to" as in "John told him 
leave", state that if the «ark is an act of verbal communi 
(formula head TELL), then the "to" phrase should be transiat 
"'Je" fo Mewed by an infinitive: "John «ui a dit de partir", T 
generally the case; however "to urge", when tjomy into "exho 
has been coded with a TELL head, but qi.es the construct 
pprtir". Tmjs one of its stereotypes indicates ^nat the constr 
following "exhorter" Bust be "a partir", whilj the fu 
supervising the execution of stereotypes ensures tr,.^ "a pertrr 
supersede  "de  partir",  the  construction  which  the key ste 
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attacned   to   the   template  by  Tit   wouli   have  generated.   This   stereotypa 

is   ift    fn M ous: 

Shorter   (DiROQ  MAN)   (FIND-LINK  GOAL   IR-VP)   a   (INFV^i 

which   uould   apply   in   the   example: 

|   key   I       «ark     j   case   I     stereotype 
II                     I ' 

.__! ! |  

fragment     / 
/   bare   template 

Tne  delegate  urcied   the  women     j   NIL NIL        I   N'L 
MAN TELL MAM       I | I 

((INOCD)  1 

"TTüHCLT""
-
! 

Tde~TTNFVPrr! 

who uere strikmci 
MAN    NOTüO      DTHI5 

j"who I(workers)I SPEC 

to be patient 
DTHIS  BF    KINO 

1 to  | (urged? GOAL 
I 

.1. 

In  the  stereotyp«  above. DIROB constructs a direct object with the 
tewpUte object if it is a human being. 

PtND-LlNK tthe« »6 arguments a  case, and a descriptor  of  template 
here 'R-VF whlctt indicates t^s set of templates u.th a dummy 

fl sear-hps the Interlingüa down  from where  urged 
a fraciment with case and template type accorömg to the 
Mth'this occurence of "urged" itself as a mark.   The 

pxample fulfills these conditions.  The control 
evaluation of  stereotype  starts   then 

the  piece of stereotypes which follows 
instead o* the stereotype of "to"  which "a 

the 
using 

(INFVP) 
selected  during   TIE   (namely   "de   (INFVP)") 

types 
sub ice t. 
occurs.       for 
arguments,   and  H 
third   fragment   in  our 
function     supervising 
generntinq      from      it, 
FIND-LINK, 
had  been 

jNFvp     «»«rftes     an     infinitive     verb-phras-       after     M»«^«***! 
mnlic.t   -uhject   (here  nomen^    from   the   semar.* i cs. Acts     of      verbal 

c^unUat"^      -nvoiv.ng     an     attempt      to   . nf luenc-% the   inter   ocutor 
Lch   as   : persuade,   order,   advise   .... cortam     a     r   ghtmost 
-ubformuia      (FORCE   TELL)   and   the   subject   o-    the   dependant      to     phrase 

object.   The   knowledge  of   the   implicit   subject      is 
agr-ement      in     French.   Thus   the   translation   of 
"a   -'tre  patientes"   uhere     "p,,tientes"     agrees 

ie    their 
to     proper 
Horc    iSJ 

necessary 
the phrase 
witK     "1 es 

frtumn*" 

THE (.ENKRATION PROCEDURE 

recursive evaluation 
depend!ng  on  its 

the  u%nsr.al fur« Gf the generation prcgram is a 
r.f the funrtion? cont-iined in stereotypes.  FtHis 
rc-teit  Of  occurrence.  a  po.ticular  uord  o   the  French outpu 
sr.nl^9 .aw have Hs origin  in  stereotypes  

0 V <f f f ^  ' ^e ' S; 
%ll%\     -":-) stereofupe. key word stereotype or stereotypes that are 
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nart ot a se  o* top level basic functions. 

Key stereotypes contain top levpl functions which will cjeneratf 
French clauses and prepositional phrases, using the template 10 which 
the stereotype is attached and possibly some of its seqiiente. Thj 
most frequently encountered functions are! 

(PREOB <French preposition:») 

This will generate a prepositional group, ucing for the chject the 
stereotypes attached to the object formula of the template. It calls 
the basic function NOUN-GROUP, jhic*" uses a sense-pair and a list of 
qualifying sense-pairs to generate a French nominal group. 

(1N0CU 

Generates a French clause in the indicative mood, f-um a 
agent-action-ohject triple in the IR. Given the process of 
fragmenting by key-word, these three elements are sometimes in 
difftrsnt fragments and then the mark and case make explicit their 
relationships (the cases used are PPEO (predicate) and OBJE 
(object)).     INOCL calls the basic function CLAUSE-GROUP. 

To describe 
necessary to 

the op-ation of CLAUSE-GROUP and NOUN-GROUP, it is 
introduce the two functions which handle stereotypes. 

tHAP takes a stereotype as argument. It goes down the its string. 
building a French string in the process, by concatenating the French 
words and the result of evaluating the functions. !t stops and 
returns NIL wherever one of these functions returns NIL; otherwise it 
returns the French string constructed. 8HAP has also a feature, 
described below, which permits the reordering ot stereotype strings. 

SSELECT takes as argument a list of stereotypes and applies JHAP to 
eauf: nf its members in turn, until IflAP -eturns a non-NlL value. 

The bodies of the two main synfscticai functions CLAU5E-GR0UP and 
NOUN-GROUP consist of the application ot «SELECT to a list of 
stereotyi-ses which reads somewhat like the phrase structure rules of 
the ( orresponding French syntactical constituent. The bottom level 
functions call recursively SSELECT tc work on the list of stereotypes 
of a given <-onfent word and operate transformations on its output for 
proppr concord, igreeneiit. etc... To that effect, spec i al variables 
carry along i nf ur «at i o.i abcüt gender, number, person etc... 
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However some? complexity arises fro« th» fragmented structure of the 
1R, ^nd with the problem Of integrating complex - context-sensitive 

stereotype. 

Tran-, l a ti mj fragment ;,y fragment and precervmg the interlinqual 
order of fragments it inadequate as exemoMfied by: 

John said a word / to hi«, 
-. Jean iui d i I un mot. 

and: 

the     man 
on  d i t   a 

/     with  blue  eyes  /  was   told  /   to   leave. 
'honiiWaux   yeux  hleus   de  partir. 

Thu^     ÖW  yeneration  rule5  of  CLAUSE^.ROUP  and  NOUN-GROUP     must     take 
c?ire'    to     pick     stereotypes     in   the   h    m  an  order   ensurmg   a   correct 
output   translation,   woving   from   template   to   template   m 
if      ne-es .ary.     Will*   evaluating   stereotypes, 
cursor   i   .ich   points   to   the   fragment   which   is 
The     pf   pose     of     certain   functions 
above)    .s   to  wove   the  cursor   up 

the     process 
the  program  maintains   a 
being     generated      from, 

stereotypes   (sucn  as  FIND-LINK 
and  doi^n   in   t1-;«?   IR. 

! net ting complex stereotypes in the procedure poses two problems: 
first, when evaluated in certain contexts. 3 stereotype string has to 
he reordered. Consider: 

I often urged him to leave. -• Je I'ai  souvent  exhorte  a 

par t ir . 

The   stereotype  ot   "urge"   applicable  here   isi 

iexhorter   (OIROB  HAN)    IFIND-LIM  GOAL   !R-VP)   a   (1NFVP), 

namely I ' mu_t precede "ai exhorte" and the 
between  the  auxiliary  "ai"  and 

lows  for  the  values  of 
if ted from it and stored. 

•MAP 

The value of the OIROB, 
adverb 'sogvent""must be inserted 
"pxhorte".  To  a-complish  this, 
tle^ianated funct :ns in a stereotype to be Mtxea rrom n ana 5loreo. 
Then" a new string can be fors.eJ by concatenating the stored values 
Mith the value- of any other function if desired, in order to produce 

desired c put. 

a 
be 

the 

Second, 
reciulat 
dictate 
confIic 
The tje 
more  ge 

Thus, 
prescr '• 
context 

ue      ieed  the  implemention  of  a  system of priorities for 
•c-.g in.? choice of generation rules. Since any word or key  can 

the  output  syntax for a given piece of 
ts, ihirh are resolved by hav'ng carefully 
nerai  idea  is  that a moi c specific rule has priority over a 
ncral one. 

IR, there may ar i se 
so111ed pr i or i t i es 

when  a  content  word  stereotype  (normaMy  more  specific) 
bes  the  translation  of  fra-jments  other than its immediate 

It has priority  over  any  Key  stereotype  (normally  more 
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cjenera!). As we have seen, in the example "The delegate urged the 
uomen...". gei.^at i on will proceed *rom the stereotype o' "urge" and 
iynore the stereotype Ide UNFVP)) jt-ached to the tMr;l traqment hy 
the TIE routines. 

CLAUSE-HROUP has a general rule for the object of an action na*e!y 
concatenote the value of NQUN-GROUP applied to it. Honever \n\s is 
overruled uhf-never the action stereotype dictates a different 
handling of the object. 

A function REPHRASE allons us comple* rephrasings, such as the 
fu.loiiing example! "John nearly Killed himseif", which translates 
prnppi iy into "John a failli se tuer", i. e. the adverb "nearly" 
qoes into the verh "fail Mr". ''K arly" has the following 
stereotype: 

HREFHi.'ASE VERB-GROUP « (VEPB-GROUh FAILLIR) (iNFVG8) ) ) 

Thf; lynctiin REPHRASE indicates that the execution o" 
VERB-GROUP  ~  B  constituent in CLAUSE-GROIJ."* - shnulf1 

the evaluation of the stereotype which is its second 
will generate 3   verb-group constructed from "'aillir", 
infinitive v-?rh-group uith the "current" sub.i'.ct 

the function 
■e replaced by 
•gument.  Thi s 
o I lowed bu an 

if  " f a i I : i r " i v^rh-group with the "current" subj'.ct (that 
ns its own subject. Any stereotype frj» a REPHRASE call taKes 
lirecfcdence over whatever stereotypes the substituted function 
conta i ned. 

Implementation  of 
stereotypes to test 
uhat  to  generate 
book-keeping; i.e.  it keep 
have already been gen5rated from, 

these  priorities  requires some function« in the 
other stereotypes in advance in order  to  decide 
next.  And the overall control function does some 
it keeps track of which sense-pair and fragments 

and which stereotype it used. 

Tre overall control function sets the cursor to the first fragment 
ana picks up its stereotype; SflAP is run though it, and the cursor 
moves "'■ or down in the 1R as the recursive structure calls for. 
Uhen ItlAP pops up, after exhaustion of the first stereotype, the 
French phrase  that is its value is concatenated to the text already 
generated. Th; program then moves doun into the IR until it 
fragment which has not been translated yet; the process 
rpiterateci as uith the first f.agnent. 

f i nds a 
is then 

The g 
recur 
corre 
■s tere 
I eav i 
play 
deter 
take 
stack 
i nf or 

enera 
s i ve 
Bpond 
otype 
ng fr 
the r 
mi na 
the f 
s an 
m a t i o 

t i on p 
trans i 

to 
s as a 
orn a g 
o i e o 
whe th 

orm of 
d and 

roceclu. e is foririally equivalent to ar augmented 
tion network <'Uoods i?i). Functions in stereotypes 
the syntactical constituents on the arcs. A list of 
n argument for IEVAL corresponds to several arcs 
iven state. Stereotypes may include predicates which 
f Uoods' tests: the result of their evalual-on 
er an arc will be followed or not. Woods' regicteis 
LISP PROG variab'es, which function as pusl down 
hold pieces  of  generated  text  or  any  desired 
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